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ABSTRACT

We study the problem of designing privacy-enhanced solutions
for interest-based advertisement (IBA). IBA is a key component of
the online ads ecosystem and provides a better ad experience to
users. Indeed, IBA enables advertisers to show users impressions
that are relevant to them. Nevertheless, the current way ad tech
companies achieve this is by building detailed interest profiles for
individual users. In this work we ask whether such fine grained
personalization is required, and present mechanisms that achieve
competitive performance while giving privacy guarantees to the
end users. More precisely we present the first detailed exploration
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of how to implement Chrome’s Federated Learning of Cohorts
(FLoC) APIL. We define the privacy properties required for the API
and evaluate multiple hashing and clustering algorithms discussing
the trade-offs between utility, privacy, and ease of implementation.
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1 INTRODUCTION

Interest based advertising (IBA) is a key part of the modern Internet
advertising ecosystem, as it allows advertisers to show users ads
based on their interests. IBA lies in contrast to contextual based
advertising, where the impression shown depends on the content of
the website the user is browsing. Thus IBA allows a car advertiser
to advertise to people who are in-market for a new car, no matter
which site they are browsing, whereas contextual advertising would
take cues from the site’s content to decide whether a car ad is
appropriate.

This ability to reach people based on their latent interests is a
powerful primitive that raises the efficiency of the market: users see
more relevant ads, advertisers see better performance, and publish-
ers garner higher revenues. However, to enable IBA today, ad tech
companies build detailed interest profiles for individual users. As of
2021 there are 4.66 billion internet active users [44] and by some es-
timates [38], the information collected by 52 advertising companies
can recover, on average, 91% of a user’s browsing history. In this
work we ask whether such fine grained personalization is required,
and present mechanisms that achieve competitive performance
while giving privacy guarantees to the end users.

Specifically, we focus on the role that third-party cookies play
in building user profiles, and, following recent announcements by
Safari, Firefox, and Chrome, explore whether IBA can be enabled
without their use. Our starting point is the Federated Learning of
Cohorts (FLoC) API proposed by Chrome as part of the Privacy
Sandbox initiative. Importantly, the FLoC API can act as a drop-in
privacy-safe replacement for third-party cookies. This is in stark
contrast to other solutions for private online advertising [23, 29]
that would require big changes from ad tech companies to conform
to a new advertising paradigm. We note that in practice such major
changes run the risk of ad-techs turning to fingerprinting and other
nefarious methods to preserve the status quo, rather than adopting
the new APIs.

At a high level, the approach taken by FLoC is to group users
into k-anonymous groups, and allow profile building per group,
rather than per individual. While the idea is relatively simple, it
is not a priori clear that such a grouping can be both efficiently
computed in a private manner, and be effective enough to replace
current per-user profiles. In this work we:

o Formally define the FLoC clustering problem, setting specific
privacy and utility goals.

o Introduce a number of different algorithms that present a
Pareto frontier between privacy, utility, and complexity of
implementation.

o Evaluate these methods on public and private datasets, demon-
strating the trade-offs involved, and proving the viability of
an IBA system based solely on cohorts.

Our paper is organized as follows: we first discuss the extensive
literature on private advertising. We then describe the current state
of IBA and the privacy risks involved with building personalized
interest profiles. After this, we introduce the FLoC API and discuss
its technical requirements and constraints. The rest of the paper
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is devoted to casting the problem of designing the FLoC API as a
clustering problem with cluster size constraints. In Section 4 we
discuss several candidates for the clustering algorithm each with
different utility and privacy trade-offs. Section 5 contains an ex-
tensive evaluation of the aforementioned algorithms on two public
datasets: the MovieLens dataset [26] and the "Million Song Dataset"
[11]. We conclude the paper with experiments on a proprietary ads
dataset where we demonstrate that using the FLoC API can provide
comparable utility to the current cookie-based system while giving
stronger privacy protections to end users.

2 RELATED WORK

Our work spans the areas of privacy preserving technology in
advertising as well as the algorithmic problem of clustering. These
two areas are vast so we will only briefly review the most relevant
material.

Privacy in advertisement. The privacy issues associated with on-
line advertising are very well known in the research community.
A thorough review of these problems can be found in [19]. Mul-
tiple solutions on how to solve this problem have been proposed
before. For instance, Guha et al. and Toubiana et al. [23, 29, 45]
propose systems based on cryptographic components to preserve
user privacy and interest-based advertising. These works propose
a completely new online advertising framework. Unlike the FLoC
AP], this framework requires all ad tech players to modify their
internal systems and implementations. Moreover, their work does
not discuss in detail the effects of their proposed systems on the
quality of ad targeting. By contrast, we propose a detailed analysis
of the effects of privacy on the ability to build interest profiles.

A strong way of preventing cross-site tracking is given by Kazienko
[32]. They propose targeting users based only on their behavior
across a session. These sessions are domain specific, effectively re-
ducing this proposal to contextual advertising. A different approach
to user privacy is the one proposed by AdNauseum [27]. Here the
authors generate artificial user profiles by blocking ads and arti-
ficially clicking on them. By doing this, AdNasueum introduces
enough noise in a user profile that it removes any incentive for ad
tech companies to track a user. This approach, however, does not
actually stop the tracking of users nor does it take into account
how publishers get affected by blocking ads or by generating fake
profiles.

Clustering. Clustering is the quintessential unsupervised ma-
chine learning problem and we refer to [46] for a review of this
area. The study of clustering dates back more than 5 decades [22, 28],
and countless applications have been fond for clustering methods
including data summarization and anonymization, exploratory data
analysis, matrix approximations and outlier detection as well as the
study of social and biological networks [15, 28, 34, 37, 40, 42, 47].
Given the vast array of applications for clustering, it is no surprise
that multiple independent formulations of it have been developed.
This includes k-clustering in metric spaces [2, 21, 36], hierarchical
clustering [9, 13, 16, 39], and graph clustering and community de-
tection [20], among others. We will briefly review these directions.

Perhaps the most well-known clustering formulation is that of k
clustering in metric spaces, where one seeks k points (known as
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centers) from the input so as to minimize an objective depending
on the distances of all points in input to their closest center. Several
variants of this problem have been studied including k-median,
k-means, and k-center. All such problems are NP-hard, but many
constant factor approximation algorithms are known [2, 21, 36].
This area has generated numerous research directions including the
study of core-sets [8, 25], distributed algorithms [6], and streaming
methods [3]. Many other directions in metric clustering (not center
based) have been explored including density based clustering [18].

Related to our work is also the area of size-constrained clustering
where one seeks clusters with size larger than a specified constant.
This is often the case in many applications in which clustering
is used for anonymization [1, 12] or when privacy considerations
require all the clusters to satisfy a minimum size guarantee as in our
work. Perhaps one the most relevant formulation of the problem
to our paper is that of r-gather [5] where the only requirement
is that clusters have size at least r but the number of clusters is
not constrained. For this problem, concurrent work [17] studied
efficient distributed algorithms that can scale to large data scenarios
typical in the application addressed in this work.

All previously mentioned formulations concern flat clustering (a
single partitioning of the data) but an important challenge in the
area is that of hierarchical clustering which seeks a hierarchical
family of clusters representing the data at different granularities [22,
39]. Such formulation has many advantages over flat clustering
including avoiding the need to specify a precise number of clusters
(which is often unknown). Significant work in this area has studied
procedures for hierarchical clustering including the well-known
single linkage, complete linkage and average linkage [16, 22] as
well as efficient distributed hierarchical algorithms [9].

Another relevant area is that of graph clustering and commu-
nity detection [20, 35]. Work in these areas has focused on finding
tightly-knit clusters of nodes in a graph which can represent, for
instance, fundamental organizational units in social networks as
well as in biological networks. Graph clustering and community
detection have been defined in terms of spectral methods optimiz-
ing conductance [4], density based methods [33] and correlation
clustering [7] among others.

3 INTEREST BASED ADVERTISING

We will now describe Interest Based Advertising (IBA) and how
third-party cookies are used to enable this technology. We begin
by defining the main concepts.

e A user is any person browsing online.

o A publisher is the landing website which a user has the intent
to visit. This is usually referred to as a first-party domain.
An example of a publisher is nytimes.com. An advertiser
website, for instance nike. com, can also act as a publisher
when a user visits that website directly.

An advertiser is an entity who wants to show an ad to a user.
Ads are shown on publisher’s sites.

Ad tech companies are intermediaries working on behalf of
publishers—sell side platforms (SSPs), advertisers—demand
side platforms (DSPs), or both. Ad tech companies are respon-
sible for the technical and algorithmic aspects of fulfilling
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ad requests. Ad tech companies are usually referred to as
third-parties.

A cookie is a byte string associated with a (user, domain) pair
which is stored in a user’s browser. A cookie corresponds
to the identity of a user in a domain. A cookie is called
first-party when it corresponds to the domain the user is
currently visiting and third-party otherwise. Cookies are
crucial to enable most features in modern web browsers as
they allow publishers to preserve state. For instance, keeping
a shopping cart up to date or keeping a user logged in.

The role of third-party cookies. We now describe how third-party
cookies are currently used to enable interest based advertising.
When a user visits a website (for instance domain.com), the website
sends an HTTP request to an ad tech company with the (third-
party) cookie the ad tech company has for this user. After visits to
multiple websites, the ad-tech company can build a profile of the
websites visited by the user (See Figure 1(a)). The ad tech company
uses this profile to infer user interests, and at a future time, when
the ad tech company receives an ad request, the ad tech company
can look up the user profile and match it with their own targeting
campaigns (see Figure 1(b)).

The above discussion also describes the main user privacy con-
cern. Should ad tech companies be allowed to store a detailed brows-
ing history of users? The main information needed by an ad tech
company to serve personalized ads are user profiles, and the iden-
tity and browsing history of a user are currently used only as means
to an end. Therefore, it should be possible for personalized ads to
be served without having to keep a detailed record of every user’s
browsing history.

3.1 The FLoC API

Recently Chrome has proposed [30] the Federated Learning of
Cohorts (FLoC) API as a way to enable IBA in a world without
third-party cookies. The goal of this API is to replace these unique
user identifiers by a shared, k-anonymous [41] cohort id. Just like
third-party cookies, a cohort id might have no meaning on its own.
However, this cohort id can be used by ad tech companies to build
cohort profiles. These profiles can then be used as before to match
ad campaigns. Since a cohort id is shared by multiple users, when
used on their own, a cohort id does not allow for re-identification
of users across websites. On the other hand, the profiles built by
the ad tech company are now interests shared by a large number
of users, which in principle could hinder the ability to accurately
target users. Ideally, cohorts would consist of a large number of
users who share exactly the same interests. This naturally raises
the question of how should cohort ids be assigned to users? While
this can be naturally interpreted as a clustering problem - similar
users get clustered together, we need to keep in mind the following
constraints.

e K-anonymity [41]. Each cohort id must be shared by at
least k users. By enforcing k-anonymity we ensure that a
user is lost in the crowd.

e Local computation. The cohort id needs to be computed in
the browser, preferably in a way that can be easily audited.

e Central server trust State-of-the-art clustering algorithms
generally require access to raw data, which in this case would
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Figure 1: (a) Depiction of how third-party cookies are used by ad-tech companies to build user profiles. (b) Use of third-party

cookies to serve personalized ads.

require access to all users’ browsing history. An ideal cluster-
ing algorithm would forego this requirement, eschewing the
need for any central server to collect or keep detailed brows-
ing history of users. It is worth pointing out, however, that a
single trusted server having access to this data is still better
than the current state of IBA, where multiple unregulated
companies have access to this fine-grained user information.
In our algorithm comparison we include both centralized
and distributed algorithms.

4 ALGORITHMS

We now describe the algorithms that satisfy the desiderata from
the previous section, we present them here in order of simplicity as
we believe ease of implementation, interpretability and debugging
should be considered in the design of a clustering algorithm for
the FLoC API Throughout the remainder of the paper we will
encode users as a d dimensional vectors x1,...,x, € R? and we
will denote by U this set of n users. A clustering algorithm is a
function F: R? — N that maps a user to a cohort id. Given a cohort
id j € N we denote by C; = {x € U: F(x) = j}. We will drop the
dependence on the cohort id j when it is understood from context.
Finally, given a cohort C we let
1
i 2"

xeC

p(C) =
denote the centroid of a cohort.

4.1 SimHash

SimHash is an instantiation of the popular locality sensitive hashing
(LSH) family of algorithms [48]. Initially developed with the goal
of identifying near duplicate documents quickly, SimHash takes as
input a d-dimensional vector x and outputs a p-bit vector Hy(x) €
{0, 1} which we refer to as the hash of x.

The i-th coordinate of the hash vector is obtained by the follow-
ing rule:

0 w'x<0
H,(x)[i] = Lo -
P()[] {1 w;'—x>0,
where wq,..., wp are random unit-norm vectors. A cohort cor-

responds to all users whose input vectors share the same hash.
Figure 2 shows an example of the SimHash function Hs.
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SimHash has the property that similar vectors are more likely to
be hashed to the same cohort id than dissimilar vectors. More pre-
cisely, if x1 and x3 are two vectors, then the probability of mapping
x1 and x3 to the same p-bit cohort id is given by:

p
P(Hp(x1) = Hp(x2)) = (1 - @) ,

where 6(x1, x2), corresponds to the angle between vectors x;
and xy. That is, input vectors with small angles between them are
exponentially more likely to share the same hash than input vectors
with a large angle between them. Alternatively, vectors with high

%, are more likely to be in the same cohort.

The main advantage of using SimHash is that the computation
of the cohort id for one user does not depend on the information of
others. Given a vector x, its cohort id can be calculated in the client
without knowledge of any other user’s information. The properties
of SimHash ensure that the cohort id calculated in this manner
is shared with users that have similar input vectors. In particular,
there is no need for any centralized data collection to compute
cohort ids. Despite this, the properties of the SimHash algorithm
will ensure that cohorts generated in this way will consist of similar
users. This is a remarkable feature of the SimHash algorithm as
it allows for clustering to happen without a central server ever
storing a user’s browsing history.

The main downside of SimHash is that a minimum cluster size
cannot be enforced. Nonetheless, this problem can be solved by
having an anonymity server that tracks the size of each cohort.
This server could block the API from returning a cohort id if the
cohort is not large enough. Since the server only gets to access a
small bit length hash of a user’s browsing history, the amount of
information revealed to the server is minimal.

cosine similarity,

4.2 SortingLSH

The choice of the number of bits p defining the SimHash algorithm
is crucial. If it is too low, cohorts will be large, making it more likely
for dissimilar users to be part of the same cohort. On the other hand
a large value of p can result in cohort ids that are shared by only
a small number of users, violating the k-anonymity requirement.
The difficulty in the choice of p is exacerbated by the fact that the
cohorts generated by SimHash can have very heterogeneous sizes:
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Figure 2: Depiction of the SimHash algorithm

a few very large cohorts and a large number of small cohorts. In
this scenario, splitting the big cohorts by increasing the number of
bits for SimHash is impossible as it would break the k-anonymity
of smaller cohorts (see Figures 3(a) and 3(b)).

SortingLSH is a method that solves this issue and ensures k-
anonymity while improving the quality of SimHash at the same time.
This is achieved by homogenizing the size of cohorts. SortingLSH
is a minimally centralized method that acts by post-processing
SimHash clusters to ensure k-anonymity.

Let h; = Hp(x;) denote the p-bit hash generated by SimHash
for user i. Let H = {hj,...h,} be the multiset (with repetitions)
of hashes of all users. Instead of assigning cohorts by grouping
together users by their SimHash, SortingLSH generates cohorts as
follows:

(1) Sort Ay, ..., hy in lexicographical order to obtain a sorted list
of hashes h(y),... h(p).

(2) Assign the sorted hashes to cohorts by partitioning the order
in contiguous intervals containing at least k users each.

More formally, let ap = h(o), ai, ..., a; be distinct values from H
sorted in lexicographical order. For all j < t SortingLSH assigns
all users whose SimHash is a string in the lexicographical order
between a; (included) and a1 (excluded) to the j-th cluster id. For
Jj = t all users whose SimHash is after a; are in the ¢-th cluster. The
strings ay, . . . a; can be chosen arbitrarily from H subject to having
at least k user in each interval. (See Figure 4 for a representation of
the process.)

The ordering step ensures that contiguous hashes in this order
correspond to users with mostly similar SimHash values. The size
constraint of the interval ensures that the cohorts always have at
least k users.

PrefixLSH. There are many options for choosing the intervals in
SortingLSH as one could select the intervals by any optimization
method. In our experiments, however, we use a simple approach
that can be implemented at scale and which we call PrefixLSH. This
process is similar to k-d-tree construction and the related LSH
techniques of ForestLSH [10]. PrefixLSH obtains the intervals using
a recursive approach. The recursion proceeds in levels starting
from level 1 where we have a single interval (containing all users).
At level i, we tentatively partition the current interval in two, by
dividing it into two strings with i-th bit 0 (left interval) and bit
1 (right interval). If both intervals have at least k users each, we
continue the recursion in both (at level i + 1). Otherwise the current
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interval is final. A depiction of this process is shown in Figure 3(c).
It is possible to see that this variant of SortingLSH (which is the one
we use in our experiments) defines intervals in the lexicographical
order that have the same bit string prefixes. The implementation
of any SortingLSH method does require a central server to sort
all user hashes and calculate k-anonymous cohorts. However, this
information is also needed by a server that enforces k-anonymity on
cohorts generated using SimHash or any other method. Therefore,
the level of centralization is no worse than that of SimHash using
an anonymity server.

4.3 Graph-based clustering methods

Our main focus is on designing solutions involving minimal cen-
tralization but for completeness we now turn our attention to cen-
tralized methods. In this section, we study graph-based clustering
algorithms that leverage the structure of a similarity graph (i.e., a
graph where similar nodes are connected) to find the clusters. More
precisely, in our setting, a similarity graph is a graph where users
are nodes and edges connect two users if their vectors are similar.
We will focus on some example baseline solutions exploiting such
techniques, evaluating efficient algorithms that are implementable
in large-scale distributed computational frameworks. We stress that
more algorithms could be explored, and some other options are
reviewed in the related work section.

To use graph-based methods in our setting we use a three step
approach. First, we build a similarity graph (this process is de-
scribed in the next section). Second, we apply a graph clustering
algorithm (we do this using two clustering methods: affinity [9],
and METIS [31]). Finally, we post-process the clusters. We now
review the three steps.

4.3.1 Step one: graph construction. The first step to use a graph-
based clustering in our setting is to construct a similarity graph
over the users. In our experiments, we create a user-to-user cosine-
similarity weighted graph (i.e, the edge weights encode the cosine
similarity of the vectors associated to the users). This is achieved by
using efficient locality sensitive hashing techniques to identify pairs
of users with high cosine similarity of their vector, and creating an
edge only for the highest similarity pairs (the LSH method is used
similarly to [24]).

4.3.2  Step two: graph clustering. Once we have a similarity graph,
we can run the graph clustering algorithm. Here we evaluate two
algorithms.

Affinity hierarchical clustering. We used a highly scalable graph
clustering algorithm known as affinity hierarchical clustering [9].
This algorithm, in summary, performs hierarchical clustering in
a bottom-up fashion, creating larger clusters by merging smaller
clusters connected by highly similar edges. This is done in a way
that ensures a minimum cluster size for all clusters.

More precisely, the algorithm proceeds by clustering users using
hierarchical agglomerative clustering as described in [9]. However,
in our algorithms we need to enforce a bound on the size of clusters,
and we do so by setting a lower and upper bound on the size of
clusters, abiding by these bounds while forming the clusters, and
removing clusters that are too small.
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Figure 3: Example of k-anonymity enforcement for k=4. In Figure 3(a), using 1 bit of SimHash generates k-anonymous cohorts,
but cohort (1) is very large. In Figure 3(b), the large cluster (1) is split into cohort (1,0) and cohort (1,1) by using a 2-bit SimHash.
This, however, results in cohorts (0,0) and (0,1) violating the k-anonymity restriction. Finally, In Figure 3(c) only the large

cluster is split while the (0,0), (0,1) is assigned to the same cohort.

Cohort Cohort Cohort
1 2 3

h(l) h(z) o o o

Figure 4: Example of SortingLSH enforcing k-anonymity
with k=3. The first cohort consists of the first three sorted
hashes, the second the 4th to the 7th and the third cohort is
made up of the 8th to the 10th hash. All cohorts have at least
3 users.

METIS. As an additional baseline we use the well-known METIS
graph partitioning algorithm [31]. This is a popular baseline amongst
the single-machine graph partitioning algorithms with size con-
straints. This algorithm uses a multi-level coarsening of the graph
to compute clusters. The method allows as well to set size con-
straints. We used this algorithm as a baseline for comparison, but
due to its limited scalability compared to affinity, we are able to use
it only on the smaller publicly-available datasets.

4.3.3 Step three: post-processing. Finally, once we obtain the graph-
based clusters (with either methods), we perform a post-processing
step which we will show can improve the performance significantly.

Initial cluster-centroid computation. Having generated a cluster-
ing, for each such cluster we obtain a centroid by averaging the
user’s profile vector in the cluster which is associated to the cluster.

Llyod’s clustering improvement rounds. Once we compute the
cluster centroids we optionally apply some rounds of the Lloyd’s
iterative method. This is an iterative algorithm which repeatedly
assigns points to their nearest centroid, and then computes the
mean of each cluster as the centroid. To implement this efficiently
we use a SimHash-based locally sensitive hashing scheme to solve
the nearest neighbor search problem for finding the nearest center.

Traditionally the Lloyd’s method is used to optimize k-means
cost by initializing it by random points as centroids. However, we
note that the initialization with affinity clustering or METIS is
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essential for our applications for two reasons: 1) without this ini-
tialization, the algorithm will greatly violates the size constraints
during the Lloyd local optimization, and 2) the number of rounds
to converge to a high-quality solution increases significantly. Nev-
ertheless, we observe that a few iterations of Lloyd algorithm, ini-
tialized with affinity or METIS centroids, can increase the quality
of the solutions without violating the imposed size constraints of
the vast majority of clusters as observed in the empirical study.

Final user-to-cluster assignment. The final step of the post-processing

method is to associate each user with a cluster. This is done by
simply assigning each user to the cohort corresponding to the near-
est centroid. Notice that, in principle, the final cluster assignment
might be quite differ from the clusters obtained by the graph-based
clustering.

Unlike SimHash or SortingLSH, affinity clustering and METIS
use the information of users to actively search for similar users.
Therefore, we should expect to get a much better privacy-utility
trade-off from these algorithms. Nevertheless, the generation of the
user-to-user graph requires access to the full browsing history of
a user by a centralized server. This is a trade-off that needs to be
weighed by any browser wishing to implement this algorithm.

5 EVALUATION ON PUBLIC DATASETS
To evaluate the quality of the clustering algorithms we measure
the ability to group similar users together. We recall that the cosine
similarity between two vectors x1 and x3 is given by

xier
lle [l 112
Given a cohort C we define the cohort similarity as

! Z CosSim(x, u(C)).

|C| xeC

CosSim(x1, x2) = e [-1,1].

Sim(C) =

That is, the cosine similarity of a cohort is the average cosine simi-
larity between all elements in the cohort and the cohort’s centroid.
Finally, the quality metric for an algorithm is the average cohort
similarity of all cohorts generated by the algorithm. Notice that an
algorithm that assigns each user to its own cohort will have the
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perfect quality metric of 1. To ensure we do not favor algorithms
that generate small cohorts, we also define a privacy metric.

Let n denote the number of users in a dataset and U (k) denote the
number of users in cohorts of size at least k. To assess the privacy
properties of each algorithm we look at the following anonymity
metric

k

max
k:U(k)>an

That is, the largest k such that « fraction of users belong to a cohort
that is k-anonymous. For the results reported in this section we set
a=.98.

anon-quantile(a) =

5.1 Movielens 25M

The MovieLens 25M [26] dataset consists of 25 million movie
ratings keyed by user id and scored from 0 stars to 5 stars. Each
movie is associated with one or more categories chosen from a
dictionary of 20 movie genres. These genres include categories like
comedy and thriller as well as a “no genres listed” category

User embedding generation. We proceed to describe the process
by which we obtain user embeddings in R for the users in the data.
The process consists of two steps:

(1) Feature extraction: Given the set of genres G, We encode
each (movie, user) pair as a feature vector v € RIG! where
v; > 0 if and only if the movie is associated with genre i.
When v; > 0 its value is given by the ranking of the movie
provided by the user.

(2) Feature vector aggregation: To aggregate all feature vectors
associated with a user we simply take the average of the
vectors.

(3) Centering. Finally, we center all feature vectors to ensure
the dataset has mean zero.

The choice of centering the data was made to ensure that a baseline
that randomly groups users together on cohorts of the same size
has an average cohort similarity of zero.

5.2 Million song dataset

The million song dataset (MSD) is a collection of 1 million songs
tagged by categories and user ids. The dataset consists of the listen-
ing history of 650 thousand users. Each (user, song) pair is tagged
by the number of times it was listened to as well as the categories
the song belongs to. These categories have weights representing
how well the category describes each song. Examples of these tags
are “Pop” or “60’s”. The dataset also includes some subjective tags
such as “good” or “awesome”. The original dataset consists of more
than 200 thousand categories. However, most of these categories
appear only a few times in the whole dataset. For this reason we
restricted the set of categories to those who appear in at least 1%
of the songs. The user embedding process is very similar to the
embedding process described for the MovieLens dataset. The only
difference is that the entry v; of the song feature vector corresponds
to the product of the number of times the user listened to that song
and the significance of the category to the song.

The results of running the proposed clustering algorithms on
both datasets can be found in Figure 6. The first thing to notice is
that, not surprisingly, the use of a centralized algorithm improves
the quality of the cohorts, specially at high levels of anonymity. In
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Figure 5: Results on the Movielens and MSD dataset with
varying numbers of Lloyd rounds applied to Affinity and
Metis clustering.

fact, even when SimHash generates very small cohorts, it seems
to not be able to match the performance of affinity clustering at
an anonymity level of 1000. This shows that there is certainly
much to be gained by using a centralized graph-based algorithm.
Nevertheless, it is interesting to see that the biggest gain in quality
comes from comparing the fully decentralized SimHash algorithm
to a random baseline which would have a cosine similarity of zero.
This result is rather surprising and demonstrates that clustering
without access to raw user information is still a viable solution to
generating cohorts.

To further understand the effect of using multiple rounds of
training in our centralized algorithms we show in Figure 5 the
quality-privacy tradeoffs of these algorithms after different number
of rounds of Lloyd’s algorithm there we notice that even though
the size of clusters diminishes (the plot shifts a slightly to the left),
this minor size constraint violation is overshadowed by the much
bigger gain in utility. Although, this gain seems to plateau after 2
iterations of the Lloyd’s algorithm.

6 EVALUATION ON ADS DATASET

We now show results of using cohorts for the task of interest based
advertising on a proprietary ads dataset. The dataset corresponds
to 7 days of ad impression history recorded by an ad tech company.
Each record in the dataset contains up to 5 interest categories asso-
ciated with the publisher’s website. Each category is weighed by
the relevance of the category to the website. Overall we consider
approximately 2000 categories ranging from ’/Arts/Literature’ to
’/Cars/SportCars/Convertibles’. To generate user vectors we simply
take the average of all the weighted categories a user visited over
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Figure 6: Results on the Million Song and Movielens
datasets.

a period of 7 days. To evaluate the quality of the cohorts gener-
ated by this algorithm we generate cohort profiles by averaging
all categories visited by users in a particular cohort. Finally, we
evaluate the quality of these profiles by measuring their ability to
predict future conversions. More precisely, let 7 denotes the set
of interest categories. For a cohort C we denote by P¢ € R the
cohort profile. For each user U we denote by Py € {0, 1} 171 4 user
conversion profile where Py [c] = 1if user U had a conversion on a
website tagged with category c. The user conversion profile is built
using 7 days of data as well. The timeline for generating cohorts,
cohort profiles and user conversion profiles is depicted in Figure 7.
The metrics for evaluating our algorithms will be precision and
recall at 10. That is, for a cohort profile P¢, let Top(Pc¢) be the top
10 categories (by weight) on profile Pc, for every category c we
define an algorithm’s precision and recall at 10 as:

_ ZcXuec L{Pylc] =1 Ac € Top(Pc)}
2c|Cl1{c € Top(Pc) = 1}
_ ZcXuec L{Pylc] =1 Ac € Top(Pc)}
Yu{Pyle] =1} '
Let 7’ = {c € I|c € Top(P¢) for some C} denote the set of cate-

gories that are in the top 10 categories for at least one cohort profile.
We define the overall precision and recall of an algorithm as

Prec[c]

Rec|c]

1 1
Prec = — Prec[c] Prec = — Recl[c].
1] c;' |71 ;,

In Figure 8 we show the predictive power of the algorithms pro-
posed here while enforcing 1000-anonymity. Anonymity is enforced
by replacing all profiles in cohorts with fewer than 1000 users with
the most popular 10 browsing categories. We compare our algo-
rithms against two simple baselines. One that randomly clusters
users in groups of 1000. The second corresponds to a case where
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Figure 7: Timeline used to build cohorts, cohort profiles and
user conversion profiles. Cohorts are built using 7 days of
data. After cohorts are built, the next day of data is used to
generate the cohort profiles. Finally the next 7 days are used
to generate the conversion profiles.

each user forms a singleton cluster. That is, the precision and ac-
curacy at predicting conversions is based on the current user pro-
files. Notice that in practice this signal is usually combined with
other information such as features of the current website a user
is visiting. Thus, the baseline does not exactly match the propri-
etary approaches of various interest-based advertising platforms;
nonetheless we believe it still provides a very strong point of com-
parison. The values reported are relative to the latter baseline.
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Figure 8: (a) Relative precision on the ads dataset. (b) Rela-
tive recall.

The first takeaway from these experiments is that by grouping
users with similar interests together we can achieve a better recall
than the singleton cluster baseline. This suggests that the FLoC
API could be used as a way to expand the reach of campaigns who
are trying to target a specific audience. This gain on recall comes
with a corresponding decrease in precision. Still, even the fully
decentralized SimHash algorithm achieves 55% of the current cookie
based profiles or a 4x improvement over a random baseline. These
results indicate that interests are preserved through clustering.

7 LIMITATIONS OF THE STUDY

In this paper, we show that there are clustering-based solutions that
can achieve certain privacy and utility benchmarks set forth in the
paper (namely providing k-anonymity guarantees, while ensuring
meaningful signal for interest-based advertising). We stress, how-
ever, that our study is only preliminary and that a complete solution
for implementing a real-world system within a browser platform
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that can operate alongside other mechanisms, will need to take into
account numerous other considerations that go beyond the scope
of this paper. Among the open questions left by this paper, we leave
as future work the study of whether differential privacy guarantees
can be combined with those of k-anonymity for further enhanc-
ing privacy protections. We also leave as future work examining
other locally sensitive hashing [14, 43] and clustering [16, 17, 22]
algorithms for this application.

8 CONCLUSION

In this paper, we proposed a series of cohort id assignment al-
gorithms that use multiple clustering techniques (distributed and
centralized) and extensively evaluated them on different datasets
(freely available and proprietary). For the task of predicting con-
versions, we demonstrated our clustering methods produce an in-
formative signal, and we can achieve significant improvements in
recall and precision over randomly assigning users to cohorts even
at high anonymity levels. Moreover, the recall of our algorithms
can in some cases surpass the recall of naively using user profiles
for predicting interests. This suggests that the FLoC API could be
used to expand the reach of advertisers to similar audiences.
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